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FIG.5

(___IMAGE FILE GENERATION PROCESSING (PC) )
v
| DESIGNATE CONTINUOUSLY SHOT IMAGE FILE BY USER |81

4
[DETECT POSITIONS OF MOVING OBJECTS IN RESPECTIVE IMAGES|—S2

83
e SERIES OF IMAGES SHOT AT .. NO .
FIXED ANGLE? __——~ +  -S3a
YES |« DETECT SIMILAR PARTS OF
: s4 || BTN
DISPLAY COMPOSITE IMAGE OBTAINED BY LAYER o
COMPOSITION OF DESIGNATED CONTINUOUSLY SHOT IMAGES POSITION CORRECTION VALUES
7 S5 FOR RESPECTIVE IMAGES
| DETECT MOVING LOCUS OF OBJECTS i v -S3b
¥ S6 | [CORRECT POSITIONS OF MOVING
|___CREATE LOCUS GRAPH BY LEAST SQUARES METHOD | OBJECTS IN RESPECTIVE IMAGES
; S7 | | vALUES OF AESPECTIVE HiAGES
DETECT FEATURE POINT (LOCAL MAXIMUM/LOCAL MINIMUM/| ™
MAXIMUM/MINIMUM ETC.) FROM GRAPH |

¥
[SPECIFY IMAGE CONTAINING OBJECT POSITION OF FEATURE POINT ~—S8
¥
SET TIME INTERVAL BY USER (OR INPUT IMAGE COUNT —89
AND CALCULATE TIME INTERVAL BY PC)
Y

EXTRACT IMAGES INCLUDING FEATURE POINT IMAGE 810
AT TIME INTERVAL SET BY USER

¥
| COMBINE EXTRACTED SERIES OF IMAGES AND SET THEM AS FILE —S11
¥

RECOGNIZE HORIZONTAL LINE (GROUND ETC.) ON SCREEN
AND DISPLAY Y = 0 AXIS (AXIS CAN BE CORRECTED ~—512
VERTICALLY BY USER OPERATION)

¥

RECOGNIZE FIRST MOVING OBJECT ON SCREEN
AND DISPLAY X = 0 AXIS (AXIS CAN BE CORRECTED 813
HORIZONTALLY BY USER OPERATION)
¥
CALCULATE X- AND Y-RANGES (MAXIMUM AND MINIMUM
VALUES OF DISPLAY RANGES) USING X = 0 ANDY = 0 AXES —S14
AS REFERENCE, AND DISPLAY THEM ON SCREEN
¥
INPUT ACTUAL LENGTH OF ONETICK MARKWITHUNIT | _g45
BY USER OPERATION
)
CALCULATE ACTUAL LENGTHS BY MULTIPLYING X- AND
Y-RANGES BY LENGTH OF ONE TICK MARK, AND DISPLAY 516
X- AND Y-RANGES ON SCREEN
¥
[ INPUT NEW FILE NAME BY USER 817
¥
ADD TIME INTERVAL DATA, COORDINATE RANGES, SCALE VALUE
AND LAYER POSITION CORRECTION INFORMATION OF EXTRACTED | S18
CONTINUQUSLY SHOT IMAGES TO EXTRACTED CONTINUOUSLY
SHOT IMAGES, AND SAVE THEM WITH FILE NAME
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FIG.9
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IMAGE EDITING APPARATUS, IMAGE
EDITING METHOD, AND STORAGE
MEDIUM STORING IMAGE EDITING
CONTROL PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from prior Japanese Patent Applications No. 2011-
186439, filed Aug. 29,2011; and No. 2011-286707, filed Dec.
27,2011, the entire contents of all of which are incorporated
herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an image editing apparatus,
image editing method, and a storage medium storing an
image editing control program, for use in editing a series of
images shot at high speed.

2. Description of the Related Art

Recently, it is becoming popular to shoot images of a
moving object using a digital camera having advanced mov-
ing image shooting and continuous shooting functions, ana-
lyze the locus of the moving object contained in the shot
images, and utilize the continuously shot images for learning.

There has conventionally been proposed a locus-of-move-
ment determination device having a function of determining
the locus of a moving object from images shot by a camera
(for example, Jpn. Pat. Appln. KOKAI Publication No. HO6-
180756).

Recent digital cameras have improved their performance,
and can easily shoot 40 high-speed continuously shot images
per second or a moving image of 240 fps (240 images per
second).

However, when continuously shot images obtained by
shooting the movement of an object are used for learning, if
the number of images is excessively large, this imposes a
heavy load on analysis processing. Further, learning becomes
less effective unless continuously shot images include an
image shot instantaneously when a moving object comes to a
highest position or lowest position.

Therefore, creating learning materials of images by shoot-
ing a moving object requires a mechanism capable of appro-
priately extracting images from a large volume of continu-
ously shot images/moving image, and using them.

BRIEF SUMMARY OF THE INVENTION

Accordingly, it is an object of the invention to provide an
image editing apparatus, image editing method, and a storage
medium storing an image editing control program, capable of
appropriately extracting images from a series of continuously
shot images/moving image obtained by shooting a moving
object, and thereby generating effective learning materials.

According to one aspect of the present invention, there is
provided an image editing apparatus comprising: an image
storage unit storing a series of images obtained by shooting a
moving object at a first shooting time interval; a moving
position detection unit configured to detect positions of the
moving object contained in the images for the series of
images stored in the image storage unit; a locus-of-movement
detection unit configured to detect a locus-of-movement of
the moving object based on the positions of the moving object
contained in the series of images that have been detected by
the moving position detection unit; a feature image specify-
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ing unit configured to specify an image corresponding to a
feature point of the locus of movement of the moving object
that has been detected by the locus-of-movement detection
unit; an image extraction unit configured to extract, from the
series of images stored in the image storage unit, images
which include the image specified by the feature image speci-
fying unit and correspond to a second shooting time interval
longer than the first shooting time interval; and an extracted
image file storage unit configured to store the series of images
extracted by the image extraction unit as an image file.
Additional objects and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice of
the invention. The objects and advantages of the invention
may be realized and obtained by means of the instrumentali-
ties and combinations particularly pointed out hereinafter.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate embodi-
ments of the invention, and together with the general descrip-
tion given above and the detailed description of the embodi-
ments given below, serve to explain the principles of the
invention.

FIG. 1 is a block diagram showing the arrangement of the
electronic circuit of a PC 10 having an image file generation
function according to an embodiment of an image editing
apparatus in the present invention;

FIG. 2 is a table showing the first example of an image &
coordinate range file stored in an image & coordinate range
file storage unit 12f'of the PC 10;

FIG. 3 is a plan view showing the outer appearance of a
graph function display device 20 which receives and ana-
lyzes, as learning materials, the image & coordinate range file
(12f) generated by the image file generation function of the
PC 10;

FIG. 4 is a block diagram showing the arrangement of the
electronic circuit of the graph function display device 20;

FIG. 5 is a flowchart showing image file generation pro-
cessing (first embodiment) by the PC 10;

FIG. 6A is a view showing a composite image CG of
skateboarder images continuously shot at a fixed angle as
targets of the image file generation processing (first embodi-
ment) by the PC 10;

FIG. 6B is a view showing a composite image CG of
skateboarder images which are sampled and extracted from
the continuously shot skateboarder images at a set interval;

FIGS.7A,7B,7C, 7D, 7E, 7F, 7G, TH, 71, and 7] are views
showing roller coaster images continuously shot at different
angles as targets of the image file generation processing (first
embodiment) by the PC 10;

FIG. 8 is a view showing a composite image CG of roller
coaster images continuously shot at different angles as targets
of'the image file generation processing (first embodiment) by
the PC 10;

FIG. 9 is a flowchart showing graph function display pro-
cessing by the graph function display device 20;

FIGS. 10A, 10B, 10C, and 10D are views showing an
example (No. 1) of an analysis display operation targeting
extracted continuously shot images P2, P4, P6, and P10 of
roller coaster images in the graph function display processing
by the graph function display device 20;

FIG. 11 is a view showing the second example of an
image & coordinate range file stored in the image & coordi-
nate range file storage unit 12f'of the PC 10;
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FIG. 12 is a table showing a recommended sampling inter-
val table 12/ which is stored in advance in a storage unit 12 for
image file generation processing (second embodiment) by the
PC 10;

FIG. 13 is a flowchart showing image file generation pro-
cessing (second embodiment) by the PC 10;

FIG. 14 is a flowchart showing sampling interval setting
processing accompanying the image file generation process-
ing (second embodiment) by the PC 10;

FIGS.15A, 15B, 15C, 15D, 15E, and 15F are views show-
ing a composite image CG of hemisphere images continu-
ously shot at a fixed angle as targets of the image file genera-
tion processing (second embodiment) by the PC 10;

FIG. 15G is a view showing a composite image CG of
hemisphere images which are sampled and extracted from the
continuously shot hemisphere images at a recommended
sampling interval and are horizontally inverted;

FIG. 16A is a view showing an x-y graph analysis display
operation targeting extracted continuously shot images P1,
P4, P7, P10, P13, P16, P19, P22, and P25 of hemisphere
images in the graph function display processing by the graph
function display device 20; and

FIG. 16B is a view showing a t-y graph analysis display
operation targeting the extracted continuously shot images
P1, P4, P7, P10, P13, P16, P19, P22, and P25 of hemisphere
images in the graph function display processing by the graph
function display device 20.

DETAILED DESCRIPTION OF THE INVENTION

Embodiments of the present invention will now be
described with reference to the accompanying drawing.

FIG. 1 is a block diagram showing the arrangement of the
electronic circuit of a PC 10 having an image file generation
function according to an embodiment of an image editing
apparatus in the present invention.

The PC 10 includes a processor (CPU) 11 serving as a
computer.

The processor (CPU) 11 controls the operations of respec-
tive circuit units according to a PC control program stored in
advance in a storage unit (flash ROM) 12, a PC control pro-
gram loaded from an external recording medium 13 such as a
CD-ROM into the storage unit 12 via a recording medium
readingunit 14, or a PC control program which is downloaded
by an external device communication unit 15 from a Web
server (program server) on a communication network such as
the Internet and is loaded into the storage unit 12. The PC
control program stored in the storage unit 12 is activated in
accordance with a key input signal from a key input unit 16.

The storage unit 12, the recording medium reading unit 14,
the external device communication unit 15, the key input unit
16, and a color display unit (LCD) 17 are connected to the
processor (CPU) 11.

The PC control programs stored in the storage unit (flash
ROM) 12 include various application programs such as a Web
browser program and image processing program. In addition,
the PC control programs include an image file generation
processing program 12a for generating an image & coordi-
nate range file (12f) (FIG. 2) which can be effectively used as
learning materials in a graph function display device 20 (to be
described later) based on, for example, a large amount of
image data obtained by continuous shooting.

The storage unit 12 includes a display data storage unit
1254, an image file storage unit 12¢, a moving object coordi-
nate list storage unit 12d, a coordinate range reference value
storage unit 12, the image & coordinate range file storage
unit 127, and a work area 12g.
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The display data storage unit 125 stores, as data of the
bitmap format, display data to be displayed on the color

display unit 17.
The image file storage unit 12¢ stores, in correspondence
with file names A, B, . . ., a plurality of sets of image data

obtained by high-speed continuous shooting (or moving
image shooting) of, for example, a moving object by a digital
camera (not shown). Each ofimagefiles A, B, . . . isassociated
with the time interval T of high-speed continuous shooting (or
one frame of moving image shooting) which has been
received from the digital camera together with the image file.

The moving object coordinate list storage unit 124 stores a
list of x- and y-coordinates generated based on a composite
image of continuously shot images selectively read out from
the image file storage unit 12¢. The x- and y-coordinates
correspond to positions of a moving object contained in the
composite image.

The coordinate range reference value storage unit 12e
stores X- and Y-coordinate ranges complying with reference
coordinates at a predetermined interval in a composite image
of continuously shot images selectively read out from the
image file storage unit 12¢. The X- and Y-coordinate ranges
are generated based on positions of a moving object contained
in the composite image.

The image & coordinate range file storage unit 12f’stores an
image & coordinate range file (FIG. 2) which is generated
based on a composite image of continuously shot images
selectively read out from the image file storage unit 12¢.

FIG. 2 is a table showing an example of the image &
coordinate range file stored in the image & coordinate range
file storage unit 12f'of the PC 10.

The image & coordinate range file storage unit 12fstores,
in correspondence with a file name, an extracted image file
which is obtained by sampling and extracting image data,
including image data important for analysis of a moving
object, from a large amount of image data obtained by high-
speed continuous shooting or moving image shooting at a
shooting time interval At set by the user or calculation, the set
shooting time interval At, a reference X-coordinate range of
Xmin to Xmax and Y-coordinate range of Ymin to Ymax
corresponding to x- and y-coordinates at a predetermined
interval based on moving object images contained in the
respective image data of the extracted image file, an X-scale
value and Y-scale value added to the reference X- and Y-co-
ordinate ranges, an actually measured value per scale, and
layer position correction information (for example, position
shift amount Pn(xn,yn) of the start point coordinates of each
image while an identical background part in each image Pn is
aligned) of each image data using the first image data as a
reference when the shooting angles of the respective image
data of the extracted image file differ from each other.

In the PC 10 having the above arrangement, the processor
(CPU) 11 controls the operations of respective circuit units
according to instructions described in the image file genera-
tion processing program 12a. Software and hardware operate
in cooperation with each other, implementing the image file
generation function to be described in the following descrip-
tion of the operation.

FIG. 3 is a plan view showing the outer appearance of the
graph function display device 20 which receives and ana-
lyzes, as learning materials, the image & coordinate range file
(12f) generated by the image file generation function of the
PC 10.

The graph function display device 20 is small in size so that
the user can satisfactorily grip it with one hand and operate it
with one hand for the sake of portability. A key input unit 21
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and color display unit 26 are arranged on the front surface of
the main body of the graph function display device 20.

The key inputunit 21 includes a numeric*operation symbol
key group 22, a function key group 23, a mode setting key
group 24, a cursor key 25, and function keys F1 to F6. The
numeric*operation symbol key group 22 is used to input
numbers and numerical expressions, and designate execution
of calculation. The function key group 23 is used to input
various functions. The mode setting key group 24 is used to
display the menu screens of various operation modes, and
designate setting of an operation mode. The cursor key 25 is
used to, for example, move a cursor displayed on the color
display unit 26 and select a data item. The function keys F1 to
F6 are used to selectively designate various functions which
are printed on a key panel or menu-displayed along the lower
end of the color display unit 26.

As the numeric*operation symbol key group 22, 0 to 9
(numeric) keys, +, —, x, and + (operation) keys, EXE (ex-
ecute) key, AC (clear) key, and the like are arrayed.

As the function key group 23, a “log” (logarithm) key, “sin”
(sine) key, “ab/c” (fraction) key, and the like are arrayed.

As the mode setting key group 24, a MENU key, SHIFT
key, OPTN (option) key, EXIT key, and the like are arrayed.

Note that an inputtable character, symbol, function, or the
like is printed on the key panel along the upper edge of each
key, and can be input based on a combination of the SHIFT
key in the mode setting key group 24 and each corresponding
key.

The color display unit 26 is formed from a dot matrix color
liquid crystal display unit. A transparent tablet touchpanel
26T for detecting a touch position on the screen is superim-
posed and arranged on the display screen of the color display
unit 26.

The graph function display device 20 has a function of
displaying, on the color display unit 26, a graph image com-
posite screen obtained by superimposing a graph Y corre-
sponding to the locus of a moving object in X- and Y-coordi-
nate ranges set based on the shooting interval against the
background of a composite image CG acquired by continuous
shooting of the moving object.

FIG. 4 is a block diagram showing the arrangement of the
electronic circuit of the graph function display device 20.

The graph function display device 20 includes a processor
(CPU) 31 serving as a computer.

The processor (CPU) 31 controls the operations of respec-
tive circuit units according to a graph function display pro-
cessing program 32aq stored in advance in a storage unit (flash
ROM) 32, the graph function display processing program 32a
loaded from an external recording medium 33 such as a
memory card into the storage unit 32 via a recording medium
reading unit 34, or the graph function display processing
program 32a which is downloaded by a PC communication
unit 35 via the external PC 10 from a Web server (program
server) on a communication network such as the Internet and
is loaded into the storage unit 32. The graph function display
processing program 32a stored in the storage unit 32 is acti-
vated in accordance with a key input signal from the key input
unit 21 or a touch position detection signal from the touch-
panel 267T.

The storage unit 32, recording medium reading unit 34, PC
communication unit 35, key input unit 21, color display unit
(LCD) 26, and touchpanel 26T are connected to the processor
(CPU) 31.

The graph function display processing program 32a stored
in the storage unit (flash ROM) 32 includes an arithmetic
processing program for executing arithmetic processing cor-
responding to an arbitrary arithmetic expression input by the
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user via the key input unit 21, a graph drawing processing
program for executing graph drawing processing correspond-
ing to an arbitrary function expression input by the user, and
a moving object analysis graph display processing program
for displaying, as a reference coordinate value or actually
measured coordinate value, the relationship between a mov-
ing object locus within a composite image obtained by con-
tinuous shooting and a graph complying with a reference
coordinate range set based on a predetermined shooting inter-
val.

The storage unit 32 includes a graph expression data stor-
age unit 325, V Window set value storage unit 32¢, image &
coordinate range file storage unit 324, and work area 32e.

The graph expression data storage unit 324 stores data of a
graph expression input in accordance with a user operation,
and data of graph expressions Y1,Y2, . .. calculated based on
image analysis.

The V-Window set value storage unit 32¢ stores coordinate
ranges (Xmin to Xmax, and Ymin to Ymax) and their scale
values used when displaying a graph on the color display unit
26.

The image & coordinate range file storage unit 32d
receives and stores, as learning material data, the image &
coordinate range file (12f) generated by the PC 10.

In the graph function display device 20 having the above
arrangement, the processor (CPU) 31 controls the operations
of respective circuit units according to instructions described
in the graph function display processing program 32a. Soft-
ware and hardware operate in cooperation with each other,
implementing a function to be described in the following
description of the operation.

In the embodiment, the PC 10 analyzes and edits a large
amount of image data obtained by high-speed continuous
shooting by a digital camera (not shown). Then, the image &
coordinate range file (12f) to be stored in the image & coor-
dinate range file storage unit 32d is received and stored as
learning material data in the graph function display device 20.
Alternatively, the graph function display device 20 may
execute image file generation processing (first embodiment:
see FIG. 5) (second embodiment: see FIG. 13), which is
originally performed by the PC 10, and generate and store the
image & coordinate range file (12f) in the graph function
display device 20.

The emulator of the graph function display device 20 may
be mounted in the PC 10 to directly supply the image &
coordinate range file (12f) generated in the PC 10 into the
emulator onthe PC 10, and analyze and edit it. In this case, the
user can confirm in advance, on the PC 10, a graph image
composite screen which is finally analyzed and displayed on
the graph function display device 20.

The operations of the PC 10 and graph function display
device 20 having the above arrangements will be explained.

First Embodiment

FIG. 5 is a flowchart showing image file generation pro-
cessing (first embodiment) by a PC 10.

FIG. 6A is a view showing a composite image CG of
skateboarder images continuously shot at a fixed angle as
targets of the image file generation processing (first embodi-
ment) by the PC 10.

FIG. 6B is a view showing a composite image CG of
skateboarder images which are sampled and extracted from
the continuously shot skateboarder images at a set interval.
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FIGS.7A,7B,7C, 7D, 7E, 7F, 7G, TH, 71, and 7] are views
showing roller coaster images continuously shot at different
angles as targets of the image file generation processing (first
embodiment) by the PC 10.

FIG. 8 is a view showing a composite image CG of roller
coaster images continuously shot at different angles as targets
of'the image file generation processing (first embodiment) by
the PC 10.

An image file storage unit 12¢ in the PC 10 stores a plural-
ity of sets of image files A, B, . . . obtained by high-speed
continuous shooting (or moving image shooting) of a moving
object (for example, a skateboarder or roller coaster) serving
as a subject by a digital camera (not shown). Each of image
files A, B, . . . is associated with the time interval T of
continuous shooting (or one frame of moving image shoot-
ing) which has been received from the digital camera together
with the image file.

When an image file generation processing program 12a is
activated, a display unit 17 displays a file selection screen
representing a list of the file names of the respective image
files stored in the image file storage unit 12¢.

If the user designates an arbitrary image file on the file
selection screen (step S1), the positions (x- and y-coordinates
in respective images) of moving objects contained in continu-
ously shot images P1, P2, . . ., Pn held in the image file are
detected and stored in a moving object coordinate list 124
(step S2).

Whether continuously shot images P1, P2, ..., Pnheldin
the designated image file are images shot at a fixed angle is
determined by analysis of identical background images and
comparison of positions between the respective images (step
S3).

If it is determined that continuously shot images P1,
P2, ..., Pnheld in the designated image file are images shot
at a fixed angle (YES in step S3), for example, the color
display unit 17 displays a composite image CG obtained by
direct layer composition of continuously shot images P1,
P2,...,P15of skateboarders KB1,KB2, ..., KB15 contained
in the designated image file, as shown in FIG. 6 A (step S4).

If it is determined that continuously shot images P1,
P2, ..., Pnheld in the designated image file are images shot
at different angles (NO in step S3), for example, continuously
shot images P1, P2, . . . , P10 of roller coasters JC1,
JC2, . .., JC10 contained in the designated image file are
aligned by detecting similar parts of the background of the
respective images, as shown in FIGS. 7A, 7B, 7C, 7D, 7E, 7F,
7G, TH, 71, 7], and 8. In this state, position shift amounts
P2(x2,y2), P3(x3,y3), . . . , P10(x10,y10) of the respective
images P2, P3, . . ., P10 using the upper left coordinates
P1(x1(=0), y1 (=0)) of the first image P1 as a reference are
acquired as layer position correction values (step S3a).

The position coordinates of moving objects (roller coast-
ers) JC1, JC2, . . ., JC10 in the respective images P1,
P2, ..., P10 stored in the moving object coordinate list 124
are corrected by the corresponding layer position correction
values P2(x2,y2), P3(x3,y3), . . ., P10(x10,y10) (step S3b).

Then, as shown in FIG. 8, the color display unit 17 displays
a composite image CG obtained by layer composition after
correcting the positions of continuously shot images P1,
P2, ..., P10 ofthe roller coasters contained in the designated
image file in accordance with the layer position correction
values P2(x2,y2), P3(x3,y3), ..., P10(x10,y10) of the respec-
tive images P2, P3, . . ., P10 based on the first image P1 (step
S4).

In this manner, the composite image CG is displayed as
shown in FIG. 6A for the image file (P1 to P15) obtained by
continuous shooting at a fixed angle. For the image file (P1 to
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P10) obtained by continuous shooting at different angles, the
composite image CG is displayed as shown in FIG. 8. After
that, the locus of moving objects KB1 to KB15 (JC1 to JC10)
on the composite image CG is detected (step S5).

A graph'Y corresponding to the detected locus of moving
objects KB1 to KB15 (JC1 to JC10) is created by the least
squares method, and displayed as a composite image (step
S6).

Then, a feature point (for example, local maximum, local
minimum, maximum, or minimum) on the graph Y corre-
sponding to the locus of moving objects KB1 to KB15 (JC1 to
JC10) is detected (step S7). A continuously shot image Pm
containing a moving object corresponding to the feature point
is specified (step S8).

More specifically, for the composite image CG of moving
objects KB1 to KB15 shown in FIG. 6 A, image P8 containing
moving object KB8 corresponding to a local maximum fea-
ture point Qmax is specified, as shown in FIG. 6B. For the
composite image CG of moving objects JC1to JC10 shown in
FIG. 8, image P6 (FIG. 7F) containing moving object JC6
corresponding to a local minimum feature point Qmin is
specified (steps S7 and S8).

A shooting time interval At (>T) at which continuously
shot images P1, P2, . . ., Pn for the composite image are to be
acquired as learning material data is set in accordance with a
user operation. Alternatively, an image count N (<n) by which
continuously shot images P1, P2, . . ., Pn for the composite
image are to be acquired as learning material data is set in
accordance with a user operation. In this case, the shooting
time interval At [=(0/N)xT] is set by multiplying, by the
continuous shooting time interval T, a value obtained by
dividing the total image count n of continuously shot images
P1 to Pn by the designated image count N (step S9).

Then, images at the set shooting time interval At, including
the specified feature point-correspondent image Pm, are
extracted from continuously shotimages P1, P2,. .., Pnofthe
designated image file (step S10). The extracted images are
stored as a series of image files in an image & coordinate
range file storage unit 12/ (FIG. 2) (step S11).

More specifically, the designated image file contains con-
tinuously shot images P1 to P15 of'the skateboarders (moving
objects) KB1 to KB15 shown in FIG. 6A (continuous shoot-
ing time interval T=0.1 s), and the shooting time interval At at
which images are acquired as learning material data is set to
0.3 s (image count N=5). In this case, images P2, P5, P8, P11,
and P14 at the set shooting time interval At=0.3 s, including
image P8 of moving object KB8 corresponding to the speci-
fied local maximum feature point Qmax, are extracted.
Images P2, P5, P8, P11, and P14 are stored as a file of a series
of'images together with the shooting time interval At=0.3 s in
the image & coordinate range file storage unit 12/ (FIG. 2)
(steps S9 to S11).

Also, the designated image file contains continuously shot
images P1 to P10 of the roller coasters (moving objects) JC1
to JC10 shown in FIGS. 7A, 7B, 7C, 7D, 7E, 7F, 7G, 7H, 71,
and 7] (continuous shooting time interval T=0.2 s), and the
shooting time interval At at which images are acquired as
learning material data is setto 0.4 s (image count N=5). In this
case, images P2, P4, P6, P8, and P10 at the set shooting time
interval At=0.4 s, including image P6 of moving object JC6
corresponding to the specified local minimum feature point
Qmin, are extracted. Images P2, P4, P6, P8, and P10 are
stored as a file of a series of images together with the shooting
time interval At=0.4 s in the image & coordinate range file
storage unit 127 (FIG. 2) (steps S9 to S11).

Thereafter, a horizontal line such as the ground or floor
contained in the displayed composite image CG (FIG. 6A or
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8) is recognized, and an X-axis (not shown) using the recog-
nized horizontal line as Y=0is displayed (step S12). Note that
the X-axis setting position (Y=0) can be corrected by moving
it to an arbitrary vertical position in accordance with a user
operation.

Further, the first moving object KB1 (JC1) is recognized
among moving objects KB1 to KB15 (JC1 to JC10) contained
in the displayed composite image CG (FIG. 6A or 8), and a
Y-axis (not shown) using the position of the recognized mov-
ing object KB1 (JC1) as X=0 is displayed (step S13). Note
that the Y-axis setting position (X=0) can be corrected by
moving it to an arbitrary horizontal position in accordance
with a user operation. For example, the Y-axis setting position
(X=0) may be moved and set to the position of moving object
KB8 (JC6) corresponding to the feature point Qmax (Qmin)
detected in step S7 (FIG. 10C).

Respective positions obtained by dividing the X-axis at a
preset width are defined as the reference tick marks of the
X-axis. An X-coordinate range (XSmin to XSmax) and Y-co-
ordinate range (YSmin to YSmax) converted based on the
reference Lick marks are displayed (step S14).

An actually measured length (for example, 5 m) per tick
mark of the X-axis is input in accordance with a user opera-
tion (step S15). Then, an actually measured X-coordinate
range (XRmin to XRmax) and actually measured Y-coordi-
nate range (YRmin to YRmax) converted based on the input
actually measured value (Ax=5 m) per tick mark of the X-axis
are displayed (step S16).

In this way, the composite image CG of the image file of
continuously shot moving objects KB1 to KB15 (JC1 to
JC10) is displayed. In addition, the reference X- and Y-coor-
dinate ranges (XSmin to XSmax, and YSmin to YSmax), and
the actually measured X- and Y-coordinate ranges (XRmin to
XRmax, and YRmin to YRmax) are displayed. In this state, a
new file name “skateboard.g3m” (coaster.g3m) is input in
accordance with a file save operation (step S17).

The shooting time interval At=0.3 s (0.4 s), the reference X-
and Y-coordinate ranges XSmin to XSmax, and YSmin to
Y Smax, the reference tick mark scale value 1, and the actually
measured value (Ax=5 m) are added to images P2, P5, P8,
P11, and P14 (P2, P4, P6, P8, and P10) which have been
sampled and extracted from the designated continuously shot
images P1 to P15 (P1 to P10) according to the processes of
steps S7 to S11. If the images are the extracted images (P2,
P4, P6, P8, and P10) continuously shot at different shooting
angles, they are associated with the input file name
“skateboard.g3m” (coaster.g3m) together with the pieces of
layer position correction information P2(x2,y2),
P4(x4,y4), . . ., P10(x10,y10) which have been acquired in
step S3a and correspond to the respective images, and then
saved in the image & coordinate range file storage unit 12/
(FIG. 2) (step S18).

Data ofthe image & coordinate range file (12f) stored in the
image & coordinate range file storage unit 12fofthe PC 10 are
output and transferred to a graph function display device 20
via an external device communication unit 15. The data are
stored in an image & coordinate range file storage unit 324 of
the graph function display device 20 (FIG. 2).

FIG. 9 is a flowchart showing graph function display pro-
cessing by the graph function display device 20.

FIGS. 10A, 10B, 10C, and 10D are views showing an
example (No. 4) of an analysis display operation targeting the
extracted continuously shot images P2, P4, P6, and P10 of
roller coaster images in the graph function display processing
by the graph function display device 20.

A graph display mode is set in accordance with a user
operation via the MENU key. Then, a color display unit 26
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displays an image file selection screen (not shown) represent-
ing a list of the file names stored in the image & coordinate
range file storage unit 324 (FIG. 2).

If the user designates the file name “coaster.g3m” on the
image file selection screen and operates the EXE key (step
A1), it is determined whether pieces of layer position correc-
tion information are added to the extracted continuously shot
images (P2, P4, P6, P8, and P10) which are stored in the
image & coordinate range file storage unit 324 (FIG. 2) in
correspondence with the designated file name “coaster.g3m.”
(step A2).

If it is determined that pieces of layer position correction
information P2 (x2,y2), P4(x4,y4), . . . , P10 (x10,y10) are
added to the designated extracted continuously shot images
(P2, P4, P6, P8, and P10) (YES in step A2), a composite
image CG (FIG. 10D) is generated by sequentially superim-
posing the extracted continuously shot images (P2, P4, P6,
P3, and P10) as display data while correcting their positions
in accordance with the corresponding pieces of layer position
correction information P2(x2,y2), P4(x4,y4), . . . , P10(x10,
y10). The color display unit 26 displays the composite image
CG (step A3b). At this time (FIG. 10D), none of the graph Y,
the graph expression y=f(x), a trace pointer TPn, and the x-
and y-coordinates of trace pointer TPn is displayed.

If the user designates the file name “skateboard.g3m” on
the image file selection screen (step A1), it is determined that
no layer position correction information is added to the des-
ignated extracted continuously shot images (P2, P5, P8, P11,
and P14) (NO in step A2). As shown in FIG. 6B, a composite
image CG is generated by sequentially superimposing the
extracted continuously shot images (P2, P5, P8, P11, and
P14) as display data. The color display unit 26 displays the
composite image CG (step A3a).

For example, if the display unit 26 displays the composite
image CG of the extracted continuously shot images (P2, P4,
P6, P8, and P10) upon designation of the file name
“coaster.g3m” (FIG. 10D: none of the graph Y, the graph
expression y=f(x), trace pointer TPn, and the x- and y-coor-
dinates of trace pointer TPn is displayed) (steps Alto A3b),a
message appears to prompt the user to determine whether to
set coordinate ranges [reference X- and Y-coordinate ranges
(XSmin to XSmax, and Y Smin to YSmax.)] corresponding to
the designated file name “coaster.g3m” and the reference tick
mark scale value 1 for graph display on the main body of the
graph function display device 20. If the user designates set-
ting for the main body (YES in step A4), the coordinate
ranges and scale value of this image file are stored and set in
a V-Window set value storage unit 32¢ (step AS).

Ifthe user designates confirmation of V-Window set values
by operating the SHIFT key+F3 (V-Window) key (YES in
step A6), the coordinate ranges and scale value which are
stored and set in the V-Window set value storage unit 32¢ are
read out, and displayed for confirmation as a V-Window set-
ting screen (not shown) (step A7).

In accordance with a user operation, it is set whether to
display (presence/absence) x and y-coordinate axes, tick
mark numerical values, and a grid line on the graph display
screen in the graph display mode (step A8). Then, a message
window [automatic graph creation: ON/OFF] appears to
prompt the user to select whether to automatically create a
graph (step A9).

If the user selects OFF in accordance with the message
window [automatic graph creation: ON/OFF] (NO in step
A9), the user inputs and displays a graph expression y=f(s)
corresponding to the locus (orbit) of moving objects (roller
coasters) JC2, IC4, JC6, JC8, and JC10 in the displayed
composite image CG (FIG. 10D: none of the graph Y, the
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graph expression y=f(x), trace pointer TPn, and the x- and
y-coordinates of trace pointer TPn is displayed) (step A10).

If the user selects ON in accordance with the message
window [automatic graph creation: ON/OFF] (YES in step
A9), the positions of moving objects (roller coasters) JC2,
JC4, IC6, JC8, and JC10 in the displayed composite image
CG (FIG. 10D: none of the graph Y, the graph expression
y=f(x), trace pointer TPn, and the x- and y-coordinates of
trace pointer TPn is displayed) are detected, and correspond-
ing coordinates (X, y) are acquired (step AlOa). A graph
expression [y=0.01x?] complying with the locus (orbit) is
automatically generated by the least squares method based on
the coordinates JC2(x,y), JIC4(x,y), . . . , JC10(x,y) of moving
objects (roller coasters) JC2, JC4, JC6, JC8, and JC10, and is
displayed (step A105).

Then, as shown in FIG. 10D, the composite image CG on
which the graphY is drawn displayed in accordance with the
coordinate ranges [reference X- and Y-coordinate ranges
(XSmin to XSmax, and YSmin to YSmax)] and the reference
tick mark scale value 1 which are stored and set in the V-Win-
dow set value storage unit 32¢, and the setting contents of the
presence/absence of the x- and y-coordinate axes, the pres-
ence/absence of tick mark numerical values, and the pres-
ence/absence of the grid line (step A11).

As a result, the extracted continuously shot images P2, P4,
P6, P8, and P10 of the file name “coaster.g3m” in the image &
coordinate range file (32d) received as learning material data
from the PC 10, and the graphY corresponding to the locus of
moving objects (roller coasters) JC2, JC4,JC6,JC8, and JC10
can be displayed to overlap the x- and y-coordinates of ref-
erence tick mark values.

In this fashion, the extracted continuously shot images P2,
P4, P6, P8, and P10 of the file name “coaster.g3m”, and the
graphY corresponding to the locus of moving objects (roller
coasters) JC2, JC4, JC6, JC8, and JC10 are displayed to
overlap the composite image CG based on the reference x-
and y-coordinates. In this state, if the user designates graph
tracing ofthe graphY by operating the SHIFT key+F1 (Trace)
key (YES in step A12), the x-value of the trace pointer TP is
set to an initial value (x=0 in this case) (step A13).

Then, a trace pointer TP3 matching moving object JC6)
corresponding to the initial value (x=0) on the graph Y is
detected, as shown in FIG. 10C. Image P6 corresponding to
trace pointer TP3 is displayed on the uppermost layer in the
composite image CG (step Al4).

Trace pointer TP3 (matching moving object JC6) corre-
sponding to the initial value x=0 is displayed on the graphY,
and the graph expression [y=0.01x>] is displayed at an upper
portion on the screen. Further, the actually measured x- and
y-coordinate values (x=0 m, y=0 m) of trace pointer TP3
converted based on the actually measured value Ax=5 m
stored in the image & coordinate range file storage unit 324
are displayed at lower portions on the screen (step A15).

If the user designates movement of trace pointer TPn to
left («—) or right (—) by operating the cursor key 25 (YES in
step A16), the x-value of trace pointer TPn is increased/
decreased by a predetermined dot interval Ax (=1 to 3 dots) in
the X direction every time the pointer movement is designated
(step A17).

As shown in FIG. 10A, a trace pointer TP1 (matching
moving object JC2) after changing the x-value on the graph Y
is detected. Image P2 corresponding to trace pointer TP1 is
displayed on the uppermost layer in the composite image CG
(step Al4).

Trace pointer TP1 (matching moving object JC2) after
changing the x-value on the graphY is displayed. The actually
measured x- and y-coordinate values (x=—18 m, y=3.2 m) of

15

20

25

40

45

12

trace pointer TP1 converted based on the actually measured
value Ax=5 m are similarly updated and displayed (step A15).

If the user designates movement of trace pointer TPn to
right and the x-value is increased (step A16—A17), a trace
pointer TP2 (matching moving object JC4) after changing the
x-value on the graph Y is detected, as shown in FIG. 10B.
Image P4 corresponding to trace pointer TP2 is displayed on
the uppermost layer in the composite image CG (step A14).

Trace pointer TP2 (matching moving object JC4) after
changing the x-value on the graphY is displayed. The actually
measured X- and y-coordinate values (x=—12 m, y=1.4 m) of
trace pointer TP2 converted based on the actually measured
value Ax=5 m are similarly updated and displayed (step A15).

Also, if the user designates movement of trace pointer TPn
to right and the x-value is increased (step A16—A17), a trace
pointer TP5 (matching moving object JC10) after changing
the x-value on the graph Y is detected, as shown in FIG. 10D.
Image P10 corresponding to trace pointer TP5 is displayed on
the uppermost layer in the composite image CG (step A14).

Trace pointer TP5 (matching moving object JC10) after
changing the x-value on the graphY is displayed. The actually
measured X- and y-coordinate values (x=37 m, y=13.6 m) of
trace pointer TP5 converted based on the actually measured
value Ax=5 m are similarly updated and displayed (step A15).

Ifthe user designates the end by operating the AC key (YES
in step A18), the series of graph function display processing
ends.

As described above, the graph function display device 20
may execute all processes including the image file generation
processing executed by the PC 10 (first embodiment: see FI1G.
5) (second embodiment: see FIG. 13). In this case, the graph
function display device 20 directly receives and processes
various image files obtained by high-speed continuous shoot-
ing by a digital camera (not shown).

According to the image file generation function (first
embodiment) targeting high-speed continuously shot images
of' a moving object by the PC 10 having the above arrange-
ment, a composite image CG of image data P1 to Pn obtained
by high-speed continuous shooting (shooting time interval T)
of'a moving object is generated. The positions (x- and y-co-
ordinates) of moving objects KB1 to KB15 (JC1 to JC10) on
the composite image CG are detected. Based on the positions,
the locus of movement Y of moving objects KB1 to KB15
(JC1 10 JC10) is detected. Image data P8 (P6) corresponding
to the feature point Qmax (Qmin) of the locus of movement Y
of moving objects KB1 to KB15 (JC1 to JC10) is specified.
Image data corresponding to the shooting time interval At
which is set by the user and is longer than the shooting time
interval T of high-speed continuous shooting, including the
specified image data P8 (P6), are extracted from image data
P1 to Pn of high-speed continuous shooting. The extracted
image data are stored as the extracted continuously shot
image file of P2, P5, P8, P11, and P14 (P2, P4, P6, P8, and
P10) in the image & coordinate range file storage unit 12f'in
correspondence with the set shooting time interval At. The
image & coordinate range file (12f) is output and transferred
as learning material data to the graph function display device
20. A composite image CG is generated from the extracted
continuously shot image file of P2, P5, P8, P11, and P14 (P2,
P4, P6, P8, and P10). A graph Y corresponding to the locus of
movement of moving objects KB2, KB5, KBS, KB11, and
KB14 (JC2, JC4, JC6, JC8, and JC10) is generated and ana-
lyzed.

Images can be appropriately extracted from a series of
continuously shot images/moving image obtained by shoot-
ing a moving object. Effective learning materials can there-
fore be generated.
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According to the image file generation function (first
embodiment) targeting high-speed continuously shot images
of' a moving object by the PC 10 having the above arrange-
ment, when image data P1 to Pn obtained by high-speed
continuous shooting (shooting time interval T) are image data
P1 to P10 shot at different angles, pieces of position correc-
tion information for image data P2 to P10 are acquired by
alignment of similar background images using the first image
data P1 as a reference. The positions of image data P1 to P10
are corrected in accordance with the pieces of position cor-
rection information, generating a composite image CG. The
continuously shot image file of P2, P4, P6, P8, and P10
extracted at the shooting time interval At set by the user,
including image data P6 corresponding to the feature point
Qmin, is stored in the image & coordinate range file storage
unit 12fin correspondence with the set shooting time interval
At and the pieces of position correction information of the
extracted image data P2, P4, P6, P8, and P10.

Even when image data P1 to Pn obtained by high-speed
continuous shooting are image data P1 to P10 shot at different
angles, the extracted continuously shot image file of P2, P4,
P6, P8, and P10 can be generated from a proper position-
corrected composite image CG. In addition, the graph func-
tion display device 20 can generate a proper composite image
CG based on the pieces of position correction information in
the extracted continuously shot image files. A graph Y corre-
sponding to the locus of movement of moving objects JC2,
JC4, JC6, JC8, and JC10 can be generated and analyzed.

Note that the image file generation function (FIG. 5)
according to the first embodiment specifies continuously shot
image P8 (P6) containing moving object KB8 (JC6) closestto
the feature point Qmax (Qmin) on the graph'Y corresponding
to the locus of moving objects KB1 to KB15 (JC1 to JC10).
The image file generation function generates the extracted
continuously shot image file of P2, P5, P8, P11, and P14 (P2,
P4, P6, P8, and P10) including continuously shot image P8
(P6).

In contrast, as will be described in the second embodiment
(FIGS.15A,15B, 15C, 155D 15E, 15F, and 15G), a compos-
ite image CG (P3, P6, P9, P12, P15, P18, P21, and P24) of an
extracted image file including a continuously shot image P12
containing a moving object KT12 closest to the feature point
Qmax may be compared with a composite image CG (P1, P4,
P7,P10, P13, P16, P19, P22, and P25) of an extracted image
file including a continuously shot image P13 containing a
moving object KT13 second closest to the feature point
Qmax. In this case, the extracted image file of P1, P4, P7, P10,
P13, P16, P19, P22, and P25 exhibiting a better balance of
moving objects on the left and right sides of the feature point
Qmax is determined as a save target. The extracted continu-
ously shot image files which are more effective as learning
materials can be crated.

Second Embodiment

FIG. 11 is a view showing the second example of an image
& coordinate range file stored in an image & coordinate range
file storage unit 12f'of a PC 10.

The image & coordinate range file storage unit 12/ 'stores,
as original images, a continuously shot image file (file name
“ball”) obtained by high-speed continuous shooting (or mov-
ing image shooting) of moving object (hemisphere in this
case) serving as a subject by a digital camera (not shown). The
continuously shot image file (original images) is associated
with the time interval At (=0.1 s) of continuous shooting (or
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one frame of moving image shooting) which has been
received from the digital camera together with the image file
(original images).

Note that the continuously shot image file (original
images) is an image file selected from image files stored in an
image file storage unit 12c.

FIG. 12 is a table showing a recommended sampling inter-
val table 12/, which is stored in advance in a storage unit 12 for
image file generation processing (second embodiment) by the
PC 10.

The recommended sampling interval table 12/ sets a rec-
ommended sampling interval for sampling the continuously
shot image file (original images) at a proper interval corre-
sponding to the continuous shooting speed (continuous
shooting time interval At) by image file generation processing
(second embodiment) which will be exemplified below.

More specifically, the recommended sampling interval
table 12/ stores a continuous shooting speed (images/sec)
selected in accordance with the shooting time interval At of
the continuously shot image file (original images), a recom-
mended sampling interval (every n images) corresponding to
the continuous shooting speed (images/sec), the time interval
(T-scale value) between images extracted after sampling of
the continuously shot image file (original images) corre-
sponding to the recommended sampling interval, and a con-
tinuously shot image count (30 images—>? images) after rec-
ommended sampling when the continuously shot image file
(original images) is formed from 30 image data.

In the recommended sampling interval table 12/, the time
interval (T-scale value) between extracted images after sam-
pling of the continuously shot image file (original images)
corresponding to the recommended sampling interval is set,
excluding a fraction, to [0.2 s] (0.188 . . . s in calculation) for
a continuous shooting speed (¥15=0.06 . . . s) and a recom-
mended sampling interval (3—1 [every three]), and [0.1 s]
(0.099 . . . s in calculation) for a continuous shooting speed
(¥30=0.03 . . . s) and a recommended sampling interval (3—1
[every three]). For a continuous shooting speed (V10=0.15), a
recommended sampling interval (3—1 [every three])is a time
interval (T-scale value) [0.3 s] between sampled extracted
images. For a continuous shooting speed (Y40=0.025 s), a
recommended sampling interval (4—1 (every four)) is a time
interval (T-scale value) [0.1 s] between sampled extracted
images. The time interval (T-scale value) is set excluding a
fraction. This simplifies analysis and numerical display of
sampled extracted images.

FIG. 13 is a flowchart showing image file generation pro-
cessing (second embodiment) by the PC 10.

FIG. 14 is a flowchart showing sampling interval setting
processing accompanying the image file generation process-
ing (second embodiment) by the PC 10.

FIGS. 15,15B, 15C, 15D, 15E, and 15F are views showing
a composite image CG (No. 6) of hemisphere images con-
tinuously shot at a fixed angle as targets of the image file
generation processing (second embodiment) by the PC 10.

FIG. 15G is a view showing a composite image CG of
hemisphere images which are sampled from the continuously
shot hemisphere images at a recommended sampling interval
and are horizontally inverted.

When an image file generation processing program 12a is
activated, a display unit 17 displays a file selection screen
representing a list of the file names of the respective image
files stored in the image file storage unit 12¢.

If the user designates an arbitrary image file (the continu-
ously shot image file “ball” (original images)) on the file
selection screen, the designated continuously shot image file
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“ball” (original images) is stored in the image & coordinate
range file storage unit 12/ (FIG. 11) (step T1).

Then, as shown in FIG. 15A, the color display unit 17
displays a composite image CG obtained by direct layer com-
position of continuously shot images P1, P2, . . ., P26 of
moving objects (hemispheres) KT1, KT2, . . ., KT26 con-
tained in the designated image file “ball” (original images)
(step T2). Then, the process shifts to the sampling interval
setting processing in FIG. 14 (step TK).

In the sampling interval setting processing, first, a continu-
ous shooting speed (continuous shooting time interval At=
0.1 s) corresponding to the designated image file “ball” (origi-
nal images) to be processed is read out (step K1).

Then, a recommended sampling interval (3—1 [every
three]) corresponding to the continuous shooting speed
(At=0.1 s=%10) of the image file “ball” (original images) is
read out from the recommended sampling interval table 12/
(step K2).

An image count after sampling (26+3=8 with a remainder
of 2) is calculated by dividing the shot image count (P1 to
P26: 26 images) of the image file “ball” (original images) by
the recommended sampling interval (3—1 [every three])
(step K3).

The display unit 17 displays the recommended sampling
interval (3—1 [every three]), the time interval (T-scale
value=0.3 s), and the image count after sampling (8 with a
remainder of 2), and prompts the user to confirm them (step
K4).

If the displayed recommended sampling interval (3—1
[every three]) is designated or an arbitrary sampling interval
is input in accordance with a user operation (step K5), the
designated or input sampling interval is set ina work area 12¢g
(step K6).

After setting the sampling interval (in this case, recom-
mended sampling interval of 3—1 [every three]) for the con-
tinuously shot image file “ball” (original images P1 to P26),
the locus of moving objects KT1 to KT26 is detected on the
composite image CG (FIG. 15A) displayed on the color dis-
play unit 17 (step T3).

As shown in FIG. 15B, a graph Y corresponding to the
detected locus of moving objects KT1 to KT26 is created by
the least squares method, and displayed as a composite image
(step T4).

Then, a feature point (for example, local maximum, local
minimum, maximum, or minimum) on the graph Y corre-
sponding to the locus of moving objects KT1 to KT26 is
detected (step T5). A continuously shot image Pm containing
a moving object closest to the feature point is specified (step
T6).

Hare specifically, for the composite image PG of moving
objects KT1 to KT26 shown in FIG. 15A, image P12 con-
taining moving object KT12 closest to a local maximum
feature point Qmax is specified, as shown in FIG. 15C (steps
T5 and T6).

Images P3, P6, P9, P12, . . . , P24 sampled, including the
specified image P12, from continuously shot images P1,
P2, ..., P26 of the designated image file “ball” (original
images) at the set recommended sampling interval (3—1
[every three]) are extracted, generating a composite image
CG (FIG. 15D). The composite image CG is stored as
sampled extracted image 1 in the work area 12g (step T7).

It is determined whether the positions of moving objects
KT3, KT6, KT9, KT12, . . ., KT24 are almost horizontally
symmetrical about the feature point Qmax in the composite
image CG (FIG. 15D) of the sampled extracted images P3,
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P6, P9, P12, . . ., P24, including image P12 containing
moving object KT12 closest to the feature point Qmax (step

T8).

More specifically, horizontal symmetry is determined
based on whether the respective positions of moving objects
KT15, KT18, KT21, and KT24 on the left side of moving
object KT12 closest to the feature point Qmax in the com-
posite image CG (FIG. 15D) and the respective positions of
moving objects KT9, KT6, and KT3 on the right side fall
within a predetermined allowable range in the Y direction.

It is determined that the positions of moving objects KT3,
KTe6,KT9,KT12, ..., KT24 are not horizontally symmetri-
cal about the feature point Qmax in the composite image CG
of'the sampled extracted images P3, P6, P9, P12,...,P24in
FIG. 15D (NO in step T8).

Hence, a continuously shot image Pm containing a moving
object second closest to the feature point on the graph Y
corresponding to the locus of moving objects KT1 to KT26 is
specified (step T9).

More specifically, image P13 containing moving object
KT13 second closest to the local maximum feature point
Qmax is specified, as shown in FIG. 15E (step T9).

Then, images P1, P4, P7, P10, . . ., P25 sampled, including
the specified image P13, from continuously shot images P1,
P2, . .., P26 of the designated image file “ball” (original
images) at the set recommended sampling interval (3—1
[every three]) are extracted, generating a composite image PG
(FIG. 15F). The composite image CG is stored as sampled
extracted image 2 in the work area 12g (step T10).

Horizontal symmetry information of moving objects KT3,
KTe, KT9, KT12, . .., KT24 in sampled extracted image 1
(FIG. 15D) that has been stored in the work area 12g in step
T7 is compared with horizontal symmetry information of
moving objects KT1, KT4,KT7,KT10,...,KT25insampled
extracted image 2 (FIG. 15F) that has been stored in the work
area 12g in step T10. It is determined whether horizontal
symmetry of sampled extracted image 2 is higher than that of
sampled extracted image 1 (left-and-right balance is better)
(step T11).

If it is determined that horizontal symmetry of sampled
extracted image 2 is higher than that of sampled extracted
image 1 (YES in step T11), sampled extracted image 2 (P1,
P4, P7, P10, . . ., P25) is determined as a save target (step
T12).

If it is determined in step TB that the positions of moving
objects KT3, KT6, KT9, KT12, . .., KT24 are almost hori-
zontally symmetrical about the feature point Qmax in
sampled extracted image 1 (P3, P6, P9, P12, . . . , P24),
including image P12 containing moving object KT12 closest
to the feature point Qmax (YES in step T8), sampled
extracted image 1 is determined as a save target (step T13).

In this case, sampled extracted image 2 (P1, P4,
P7, P10, . .., P25) (FIG. 15F) is determined as a save target
according to the processes of steps T8 to T12.

It is determined whether moving objects KT1, KT4, KT7,
KT10, . . ., KT25 detected from the composite image CG
move from right to left in the order of the respective images
P1, P4, P7, P10, . . . , P25 (shooting order) in sampled
extracted image 2 (P1, P4, P7, P10, . . ., P25) which has been
determined as a save target (step T14).

If it is determined that moving objects KT1, KT4, KT7,
KT10,...,KT25 move from right to left in the shooting order
in sampled extracted image 2 (P1, P4, P7,P10,...,P25) (YES
in step T14), images P1, P4, P7, P10, . . . , P25 which form
sampled extracted image 2 are horizontally inverted and rear-
ranged, as shown in FIG. 15G (step T15).
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While displaying the composite image CG of horizontally
inverted sampled extracted image 2 (P1, P4, P7, P10, . . .,
P25), a new file name “ball.g3m” is input in accordance with
a file save operation (step T16).

The shooting time interval At=0.3 s and the scale value 1
are added to images (sampled extracted continuously shot
image 2) P1, P4, P7, P10, . . ., P25 which have been sampled
and extracted from the designated continuously shot images
P1 to P26 and have been horizontally inverted according to
the processes of steps T1 to T15. Sampled extracted image 2
is associated with the input file name “ball.g3m”, and stored
in the image & coordinate range file storage unit 12/(FIG.11)
(step T17).

Data ofthe image & coordinate range file (12f) stored in the
image & coordinate range file storage unit 12fofthe PC 10 are
output and transferred to a graph function display device 20
via an external device communication unit 15. The composite
image CG (P1, P4, P7, P10, . . ., P25) is displayed in accor-
dance with the above-described graph function display pro-
cessing (FIG.9). Anx-y graphY and t-y graph Yt correspond-
ing to the locus of moving objects KT1, KT4, KT7,
KT10, ..., KT25 are displayed, and appropriately analyzed
by graph tracing or the like.

FIG.16A is a view showing anx-y graphY analysis display
operation (x-y graph screen Gx-y) targeting the extracted
continuously shot images P1, P4, P7, P10, P13, P16, P19,
P22, and P25 of hemisphere images in the graph function
display processing by the graph function display device 20.

FIG. 16B is a view showing a t-y graph Yt analysis display
operation (t-y graph screen Gt-y) targeting the extracted con-
tinuously shot images P1, P4, P7, P10, P13, P16, P19, P22,
and P25 of hemisphere images in the graph function display
processing by the graph function display device 20.

According to the image file generation function (second
embodiment) targeting high-speed continuously shot images
of' a moving object by the PC 10 having the above arrange-
ment, the composite image CG (P3, P6, P9, P12, P15, P18,
P21, and P24) of an extracted image file including continu-
ously shot image P12 containing moving object KT12 closest
to the feature point Qmax is compared with the composite
image CG (P1, P4, P7, P10, P13, P16, P19, P22, and P25) of
an extracted image file including continuously shot image
P13 containing moving object KT13 second closest to the
feature point Qmax. The extracted image file of P1, P4, P7,
P10, . . ., P25 exhibiting a better balance of moving objects
(KT3,KT6,KT9,KT12,...,KT24)on the left and right sides
of the feature point Qmax is determined as a save target.

As a result, extracted continuously shot image files which
are more effective as learning materials can be generated.

According to the image file generation function (second
embodiment) targeting high-speed continuously shot images
of' a moving object by the PC 10 having the above arrange-
ment, the recommended sampling interval table 12/ (FI1G. 12)
is arranged. A recommended sampling interval without a
fraction is set in advance for the shooting time interval At of
sampled extracted continuously shot images (P1, P4, P7,
P10, . . ., P25) in accordance with the continuous shooting
speed (shooting time interval) At of a continuously shot image
file (original images P1, P2, P3, . . ., P26) designated as a
processing target.

This simplifies analysis and numerical display in the graph
function display processing (FIG. 9) for sampled extracted
continuously shot images.

According to the image file generation function (second
embodiment) targeting high-speed continuously shot images
or a moving object by the PC 10 having the above arrange-
ment, if moving objects KT1, KT4, KT7, KT10, ..., KT25
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detected from the composite image CG move from right to
left in the shooting order in sampled extracted image 2 (P1,
P4,P7,P10, ..., P25) at the recommended sampling interval,
images P1, P4, P7, P10, . . ., P25 are replaced with horizon-
tally inverted images, which are saved in the image & coor-
dinate range file storage unit 12f

When analyzing and displaying an x-y graph Y and t-y
graph Yt corresponding to the locus of moving objects KT1,
KT4, KT7, KT10, . .., KT25 in sampled extracted image 2
(P1, P4, P7, P10, . . . , P25) in subsequent graph function
display processing (FIG. 9), the graphs can be developed and
learned on standard coordinates whose numerical values
increases rightward.

In the above embodiments, an extracted continuously shot
image file (12f) is generated from image data obtained by
high-speed continuous shooting (shooting time interval T) of
a moving object. However, an extracted continuously shot
image file (12f) can also be generated from image data
obtained by moving image shooting (shooting time interval T
of'one frame of a moving image) according to the same image
file generation processing as the above one (first/second
embodiment).

The operation methods by the PC 10 and graph function
display device 20 described in the above embodiments, that
is, the methods such as image file generation processing (first
embodiment) shown in the flowchart of FIG. 5, image file
generation processing (second embodiment) shown in the
flowcharts of FIGS. 13 and 14, and graph function display
processing shown in the flowchart of FIG. 9 can be stored and
distributed as computer-executable programs in the external
recording medium 13 (33) such as a memory card (for
example, ROM card or RAM card), magnetic disk (for
example, floppy disk or hard disk), optical disk (for example,
CD-ROM or DVD), or semiconductor memory. The com-
puter 11 (31) of the electronic computer 10 (20) loads a
program stored in the external recording medium 13 (33) into
the storage device 12 (32), and controls the operation accord-
ing to the loaded program. The computer 11 (31) can there-
fore implement the function of generating an extracted image
file containing a feature point image from high-speed con-
tinuously shot images of a moving object, and the function of
displaying a graph corresponding to the moving object locus
of the generated extracted image file, which have been
described in the above embodiments, and can execute the
same processes according to the above-described methods.

Program data for implementing the methods can be trans-
mitted in the form of program codes on a communication
network (public line). The communication device 15 (35)
connected to the communication network can load the pro-
gram data into the computer 11 (31) of the electronic com-
puter 10 (20). This can implement the function of generating
an extracted image file containing a feature point image from
high-speed continuously shot images of a moving object, and
the function of displaying a graph corresponding to the mov-
ing object locus of the generated extracted image file.

Note that the present invention is not limited to the above-
described embodiments and can be variously modified with-
out departing from the scope of the invention in practical use.
The embodiments include inventions on various stages, and
various inventions can be extracted by an appropriate combi-
nation of building components disclosed. For example, when
problems can be solved and effects are obtained even if sev-
eral building components are omitted from all those
described in the embodiments or several building compo-
nents are combined in a different form, an arrangement
obtained by omitting or combining the building components
can be extracted as an invention.
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Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in its
broader aspects is not limited to the specific details and rep-
resentative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:

1. An image editing apparatus comprising:

an image storage unit storing a series of images obtained by
shooting a moving object at a first shooting time interval;

a moving position detection unit configured to detect posi-
tions of the moving object contained in the images for
the series of images stored in the image storage unit;

a locus-of-movement detection unit configured to detect a
locus of movement of the moving object based on the
positions of the moving object contained in the series of
images that have been detected by the moving position
detection unit;

a feature image specifying unit configured to specify an
image corresponding to a feature point of the locus of
movement of the moving object that has been detected
by the locus-of-movement detection unit;

an image extraction unit configured to extract, from the
series of images stored in the image storage unit, a series
of images which include the image specified by the
feature image specifying unit and correspond to a sec-
ond shooting time interval longer than the first shooting
time interval; and

an extracted image file storage unit configured to store the
series of images extracted by the image extraction unit as
an image file,

wherein:

the feature image specifying unit includes a first image
specifying unit configured to specify an image closest to
the feature point of the locus of movement of the moving
object that has been detected by the locus-of-movement
detection unit, and a second image specifying unit con-
figured to specify an image second closest to the feature
point of the locus of movement of the moving object that
has been detected by the locus-of-movement detection
unit,

the image extraction unit includes a first image extraction
unit configured to extract, as a first series of images from
the series of images stored in the image storage unit,
images which include the image specified by the first
feature image specifying unit and correspond to the sec-
ond shooting time interval longer than the first shooting
time interval, and a second image extraction unit con-
figured to extract, as a second series of images from the
series of images stored in the image storage unit, images
which include the image specified by the second feature
image specifying unit and correspond to the second
shooting time interval longer than the first shooting time
interval, and

the extracted image file storage unit is configured to store,
as the image file, a series of images in which horizontal
symmetry of the positions of the moving object con-
tained in the respective images that have been detected
by the moving position detection unit is higher, out of the
first series of images and the second series of images.

2. The apparatus according to claim 1, wherein the

extracted image file storage unit is configured to store the
series of images extracted by the image extraction unit as the
image file together with the second shooting time interval.
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3. The apparatus according to claim 1, further comprising:

a position correction information acquisition unit config-
ured to acquire pieces of position correction information
for use in position correction for the respective images
based on positions of background images contained in
the series of images stored in the image storage unit; and

a position correction unit configured to correct the posi-
tions of the moving object contained in the series of
images that have been detected by the moving position
detection unit in accordance with the pieces of position
correction information for the respective images that
have been acquired by the position correction informa-
tion acquisition unit,

wherein the locus-of-movement detection unit is config-
ured to detect the locus of movement of the moving
object based on the positions of the moving object con-
tained in the series of images that have been detected by
the moving position detection unit and corrected by the
position correction unit.

4. The apparatus according to claim 3, wherein the
extracted image file storage unit is configured to store the
series of images extracted by the image extraction unit as the
image file together with the pieces of position correction
information which have been acquired by the position cor-
rection information acquisition unit for the series of images.

5. The apparatus according to claim 4, further comprising:

an image composition display unit configured to correct
positions of the series of images stored in the extracted
image file storage unit in accordance with the pieces of
position correction information of the respective
images, and display the series of images as a composite
image;

a graph display unit configured to display a graph corre-
sponding to moving positions of the moving object con-
tained in the composite image displayed by the image
composition display unit while superimposing the graph
on the composite image; and

a designated image identification display unit configured to
display, on an uppermost layer of the composite image,
an image designated in accordance with a user operation
out of the series of images contained in the composite
image displayed by the image composition display unit.

6. The apparatus according to claim 1, further comprising
a recommended sampling interval setting unit configured to
set in advance, in accordance with the first shooting time
interval, the second shooting time interval, which is longer
than the first shooting time interval and excludes a fraction,

wherein the image extraction unit is configured to extract,
from the series of images stored in the image storage
unit, images which include the image specified by the
feature image specifying unit and correspond to the sec-
ond shooting time interval set in advance by the recom-
mended sampling interval setting unit.

7. An image editing apparatus comprising:

an image storage unit storing a series of images obtained by
shooting a moving object at a first shooting time interval;

a moving position detection unit configured to detect posi-
tions of the moving object contained in the images for
the series of images stored in the image storage unit;

a locus-of-movement detection unit configured to detect a
locus of movement of the moving object based on the
positions of the moving object contained in the series of
images that have been detected by the moving position
detection unit;

a feature image specifying unit configured to specify an
image corresponding to a feature point of the locus of
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movement of the moving object that has been detected
by the locus-of-movement detection unit;

an image extraction unit configured to extract, from the

series of images stored in the image storage unit, a series
of images which include the image specified by the
feature image specifying unit and correspond to a sec-
ond shooting time interval longer than the first shooting
time interval,

an extracted image file storage unit configured to store the

series of images extracted by the image extraction unit as
an image file; and

a moving direction determination unit configured to deter-

mine whether the positions of the moving object con-
tained in the images that have been detected by the
moving position detection unit for the series of images
extracted by the image extraction unit move from right
to left,

wherein the extracted image file storage unit is configured

to horizontally invert the series of images and store the
series of images which have been horizontally inverted
as the image file when the moving direction determina-
tion unit determines that the positions of the moving
object contained in the extracted series of images move
from right to left.

8. A non-transitory storage medium storing an image edit-
ing program for controlling a computer of an electronic
device, the program controlling the computer to perform
functions comprising:

storing a series of images obtained by shooting a moving

object at a first shooting time interval in a memory;
detecting positions of the moving object contained in the
images for the stored series of images;

detecting a locus of movement of the moving object based

on the detected positions of the moving object contained
in the series of images;
specifying an image corresponding to a feature point of the
detected locus of movement of the moving object;

extracting, from the series of images stored in the memory,
a series of images which include the specified image and
correspond to a second shooting time interval longer
than the first shooting time interval; and

storing the extracted series of images as an image filein a

memory,

wherein:

said specifying includes (i) first specifying an image clos-

est to the feature point of the locus of movement of the
moving object that has been detected, and (ii) second
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specifying an image second closest to the feature point
of the locus of movement of the moving object that has
been detected,

said extracting includes (i) first extracting, as a first series
of images from the series of images stored in the
memory, images which include the image specified in
the first specifying and correspond to the second shoot-
ing time interval longer than the first shooting time inter-
val, and (ii) second extracting, as a second series of
images from the series of images stored in the memory,
images which include the image specified in the second
specifying and correspond to the second shooting time
interval longer than the first shooting time interval, and

said storing the extracted series of images includes storing,
as the image file, a series of images in which horizontal
symmetry of the positions of the moving object con-
tained in the respective images that have been detected is
higher, out of the first series of images and the second
series of images.

9. A non-transitory storage medium storing an image edit-

ing program for controlling a computer of an electronic
device, the program controlling the computer to perform
functions comprising:

storing a series of images obtained by shooting a moving
object at a first shooting time interval in a memory;

detecting positions of the moving object contained in the
images for the stored series of images;

detecting a locus of movement of the moving object based
on the detected positions of the moving object contained
in the series of images;

specifying an image corresponding to a feature point of the
detected locus of movement of the moving object;

extracting, from the series of images stored in the memory,
a series of images which include the specified image and
correspond to a second shooting time interval longer
than the first shooting time interval;

storing the extracted series of images as an image filein a
memory; and

determining whether the positions of the moving object
contained in the images that have been detected for the
extracted series of images move from right to left,

wherein said storing the extracted series of images includes
horizontally inverting the series of images and storing
the series of images which have been horizontally
inverted as the image file when it is determined that the
positions of the moving object contained in the extracted
series of images move from right to left.
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